# STOR 455 Class 29 R Multiple Logistic Regression

library(Stat2Data)  
library(leaps)  
  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
  
logit = function(B0, B1, x)  
{  
 exp(B0+B1\*x)/(1+exp(B0+B1\*x))  
}

**Categorical Predictors with Multiple Categories in Logistic Regression** Example: Predicting survival in an intensive care unit (ICU) Response: Survive = 0 for dead and 1 for lived Predictor: AgeGroup = 1 for YOung, 2 for middle, 3 for old

data("ICU")  
head(ICU)

## ID Survive Age AgeGroup Sex Infection SysBP Pulse Emergency  
## 1 4 0 87 3 1 1 80 96 1  
## 2 8 1 27 1 1 1 142 88 1  
## 3 12 1 59 2 0 0 112 80 1  
## 4 14 1 77 3 0 0 100 70 0  
## 5 27 0 76 3 1 1 128 90 1  
## 6 28 1 54 2 0 1 142 103 1

**Categorical Predictors with Multiple Categories in Logistic Regression** - Two approaches: 1. **Method #1:** Logistic regression for Survive with AgeGroup as a quantitative predictor. 2. **Method #2:** Use dummy (indicator) variables for the age categories as predictors in a logistic regression model for Survive.

**Method #1: AgeGroup as Quantitative Pred**

ICUmod = glm(Survive~AgeGroup, data=ICU, family=binomial)  
  
summary(ICUmod)

##   
## Call:  
## glm(formula = Survive ~ AgeGroup, family = binomial, data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.1120 0.4769 0.6414 0.6414 0.8484   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.7566 0.5732 4.809 1.52e-06 \*\*\*  
## AgeGroup -0.6399 0.2414 -2.651 0.00802 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 192.66 on 198 degrees of freedom  
## AIC: 196.66  
##   
## Number of Fisher Scoring iterations: 4

B0 = summary(ICUmod)$coef[1]  
B1 = summary(ICUmod)$coef[2]  
  
plot(jitter(Survive,amount=0.1)~AgeGroup,data=ICU)  
curve(logit(B0, B1, x),add=TRUE, col="red")
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if it’s non zero, tehn there is a change in teh log odds based on surviving based on teh age group when we plot this we can look at it and see the coeffs.

**Method #1: AgeGroup as Quantitative Pred**

pi = logit(B0, B1, ICU$AgeGroup)  
head(pi)

## [1] 0.6977833 0.8925107 0.8140745 0.6977833 0.6977833 0.8140745

odds = pi/(1-pi)  
head(odds)

## [1] 2.308884 8.303252 4.378498 2.308884 2.308884 4.378498

plot(log(odds)~ICU$AgeGroup)  
abline(B0,B1)
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ploting the logodds with teh mdel on top of it

plotting teh log odds against teh other things here.

the predicts are right on this line; as we goes from young to middle to old we follow this ration

we miht not have this be true we might be forcing a relationship

its like when we were looking at active vs resting heartrate

its assuming a consistent rate of chaneg between age groups

if we lok at how the data actuallyuly looks with teh table; we can see that the actual counts are

we want to see the proportions are they different from teh predicted values and how much?

so we are going to make a table that are the proportions

so 54/59; etc etc. the prop.table will make this prop table for us

we want to lok at teh column proportion for those who surived adn that’s why we have a 2 in the code below

**Two-way Table: Survive by AgeGroup**

# Two way table of Counts  
ICU.table = table(ICU$Survive, ICU$AgeGroup)  
ICU.table

##   
## 1 2 3  
## 0 5 17 18  
## 1 54 60 46

# Two way table of Column Proportions  
ICU.prop.table = prop.table(ICU.table,2)  
ICU.prop.table

##   
## 1 2 3  
## 0 0.08474576 0.22077922 0.28125000  
## 1 0.91525424 0.77922078 0.71875000

# Two way table of Column logodds  
logodds.ICU.table = log(ICU.prop.table/(1-ICU.prop.table))  
logodds.ICU.table

##   
## 1 2 3  
## 0 -2.3795461 -1.2611312 -0.9382696  
## 1 2.3795461 1.2611312 0.9382696

above we can see in teh actual data ,the ic propo will tell us teh proportions; we have

if we plot all these together then we get a log odds table; that lets us plot it all together logodds proportion/ 1-proprotion

we want to be able to plot this, but it wont work well in a table format, so we need to make thi a dataframe.

we want teh columsn transposed; t = transponse **Two-way Table: Survive by AgeGroup**

logodds.ICU.df = t(as.data.frame.matrix(logodds.ICU.table))  
head(logodds.ICU.df)

## 0 1  
## 1 -2.3795461 2.3795461  
## 2 -1.2611312 1.2611312  
## 3 -0.9382696 0.9382696

plot(log(odds)~ICU$AgeGroup, ylim=c(.5, 2.5))  
abline(B0,B1)  
points(logodds.ICU.df[,2], col="dark red",pch="\*")

![](data:image/png;base64,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)

the above pulls out all the log odds rows and makes them red so they stand out this is so that you can do somethign else

what if we wanted two age groups; we could make 1 age group for young, and one for old; and if its’ not either then it has to be middle; but we have used this to be 1 = young and the other is middle, then old would be both = 0 **Method #2: Survive ~ Middle + Old**

ICUmod.2 = glm(Survive~factor(AgeGroup), data=ICU, family=binomial)  
summary(ICUmod.2)

##   
## Call:  
## glm(formula = Survive ~ factor(AgeGroup), family = binomial,   
## data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.2218 0.4208 0.7063 0.7063 0.8127   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 2.3795 0.4675 5.090 3.57e-07 \*\*\*  
## factor(AgeGroup)2 -1.1184 0.5422 -2.063 0.03915 \*   
## factor(AgeGroup)3 -1.4413 0.5439 -2.650 0.00805 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 191.59 on 197 degrees of freedom  
## AIC: 197.59  
##   
## Number of Fisher Scoring iterations: 5

**Dummy Indicators for Multiple Categories** For a categorical predictor with k levels, we should use k − 1 dummy indicators. X = 1 if group 1, 0 if otherwise Xi-1 = 1 if in group k-1, 0 if otherwise

What happens to Group #k? That is teh reference group

Constant term is an estimate for Group #k and other coefficients are the differences from it.

* The coef for age 2 and 3 are the log odds for each in relation to the survive
* we dont want to lok at certain age groups we want ot know if age group as a whole is a good predicotr the ines dont give us that

**Binary Logistic Regression Model** Y = Binary response X1,X2,…,Xk = Multiple predictors π = proportion of 1’s at any x1, x2, …, xk Equivalent forms of the logistic regression model: Logit form: log⁡(𝜋/(1−𝜋))=𝛽\_0+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘

Probability form: 𝜋=𝑒^(𝛽\_𝑜+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘 )/(1+𝑒^(𝛽\_𝑜+𝛽\_1 𝑥\_1+𝛽\_2 𝑥\_2+⋯+𝛽\_𝑘 𝑥\_𝑘 ) )

y = binary response; X1, X2, Xk = mult predictor

pi = propotion of 1 at any xi

this is equal to the log reg mod

log form = log(pi/1-pi) = B0\_B1X1+B2X2 +…BkXk

prob form = pi = (e(B0+B1X1+…+BkXk)/1-e(same as num))

we can also use anova below to do the hypothesisi test; there aren’t teh samekind of residuals

the chisq thing will tell it;

recall nested f-test basic idea: Is teh improvement (reduction in SEE) Sig for teh number of extra preditores?

compare full model to reduced model = use t.s. = F - ratio (interpret similar to ANOVA)

**Interpreting Individual Tests** Similar issues to ordinary regression: - Is the predictor helpful, given the other predictors are already in the model? - Beware of problems due to multicollinearity. - Try to keep the model simple.

**G-Test for Overall Fit** H0:β1=β2=…=βk=0 vs. Ha: Some βi ≠ 0 t.s. = G = improvement in –2log(L) over a model with just a constant term Compare to 2 with k d.f.

Null deviance: 200.16 on 199 degrees of freedom

Residual deviance: 191.59 on 197 degrees of freedom 𝐺=200.16−191.59=8.57

1-pchisq(8.57,2) [1] 0.01377362 <- Reject H0

**Method #2: Survive ~ Middle + Old** Coefficients: Estimate Std. Error z value Pr(>|z|)  
(Intercept) **2.3795** 0.4675 5.090 3.57e-07 \*\*\* <- Log(oods) young factor(AgeGroup)2 **-1.1184** 0.5422 -2.063 0.03915 \*  
factor(AgeGroup)3 **-1.4413** 0.5439 -2.650 0.00805 \*\*

The factor age group bolded = the change in log(odds) for middle and old compared to young

anova(ICUmod.2, test="Chisq")

## Analysis of Deviance Table  
##   
## Model: binomial, link: logit  
##   
## Response: Survive  
##   
## Terms added sequentially (first to last)  
##   
##   
## Df Deviance Resid. Df Resid. Dev Pr(>Chi)   
## NULL 199 200.16   
## factor(AgeGroup) 2 8.5721 197 191.59 0.01376 \*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Recall: Nested F-test** Purpose: Test a subset of predictors Ex: 𝑌=𝛽1𝑋1+𝛽2𝑋2+𝛽3𝑋3+𝛽4𝑋4+𝛽5𝑋5 + 𝜀  
𝐻0:𝛽3=𝛽4=𝛽5=0 vs. 𝐻𝑎: 𝑆𝑜𝑚𝑒 𝛽𝑖 ≠ 0 for i>2

Basic idea: Is the improvement (reduction in SSE) “significant” for the number of extra predictors? i.e. Compare “full” model to “reduced” model

t.s.= F-ratio (interpret similar to ANOVA)

**Nested LRT for Logistic Regression(Likelihood Ratio Test)** Purpose: Test a subset of predictors Ex: log⁡(𝑜𝑑𝑑𝑠)=𝛽1𝑋1+𝛽2𝑋2+𝛽3𝑋3+𝛽4𝑋4+𝛽5𝑋5  
𝐻0:𝛽3=𝛽4=𝛽5=0 vs. 𝐻𝑎: 𝑆𝑜𝑚𝑒 𝛽𝑖 ≠ 0 for i>2

Basic idea: Is the improvement, change in –2log⁡(𝐿), “significant” for the number of extra predictors? i.e. Compare “reduced” model to “full” model

𝜒^2=–2log⁡(𝐿𝑅𝑒𝑑𝑢𝑐𝑒𝑑) – (–2log⁡(𝐿𝐹𝑢𝑙𝑙))

Chi-square d.f.=#extra predictors tested

**Comparing Full to Reduced Models** ICUMod 3 = full and ICUMod2 = reduced

𝐻0:𝛽3=0 vs. 𝐻𝑎: 𝛽3 ≠ 0

ICUmod.3 = glm(Survive~factor(AgeGroup)+Emergency, data=ICU, family=binomial)  
summary(ICUmod.3)

##   
## Call:  
## glm(formula = Survive ~ factor(AgeGroup) + Emergency, family = binomial,   
## data = ICU)  
##   
## Deviance Residuals:   
## Min 1Q Median 3Q Max   
## -2.4388 0.2632 0.4469 0.8536 1.0137   
##   
## Coefficients:  
## Estimate Std. Error z value Pr(>|z|)   
## (Intercept) 4.7771 0.8801 5.428 5.7e-08 \*\*\*  
## factor(AgeGroup)2 -1.4317 0.5527 -2.590 0.009585 \*\*   
## factor(AgeGroup)3 -1.8557 0.5606 -3.310 0.000931 \*\*\*  
## Emergency -2.5234 0.7538 -3.347 0.000816 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## (Dispersion parameter for binomial family taken to be 1)  
##   
## Null deviance: 200.16 on 199 degrees of freedom  
## Residual deviance: 171.16 on 196 degrees of freedom  
## AIC: 179.16  
##   
## Number of Fisher Scoring iterations: 6

use anova for a drop in dev test;

this tells us

ICU mod 2 = reduced and 3 = full with emergency

we are going to see that just the two models you get the two residuals deviationces, it tells you df difference; its teh 1 bc its jstthe emerg var; the

doesnt give a p value ebcause we didnt give it a test

if we tell it the test is chisq, then we will get teh pvaleu

there are small values and they are different; tehre are different assumptions being made; it prob wont change the decision, but ti could be difference value thatn teh summaru **Drop in Deviance Test**

1 - pchisq(summary(ICUmod.2)$deviance - summary(ICUmod.3)$deviance, 1)

## [1] 6.187652e-06

#Reject H0 (p-value= 6.187652e-06). The Emergency term significantly improves the model.  
# This is also often called a “Drop-in-Deviance” test.

anova(ICUmod.2, ICUmod.3, test="Chisq")

## Analysis of Deviance Table  
##   
## Model 1: Survive ~ factor(AgeGroup)  
## Model 2: Survive ~ factor(AgeGroup) + Emergency  
## Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
## 1 197 191.59   
## 2 196 171.16 1 20.429 6.188e-06 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

**Example: Predicting Medical School Acceptance** Data: MedGPA  
Accept Status: A=accepted to medical school or D=denied admission Acceptance Indicator for Accept: 1=accepted or 0=denied Sex F=female or M=male BCPM Bio/Chem/Physics/Math grade point average GPA College grade point average VR Verbal reasoning (subscore) PS Physical sciences (subscore) WS Writing sample (subcore) BS Biological sciences (subscore) MCAT Score on the MCAT exam (sum of CR+PS+WS+BS) Apps Number of medical schools applied to

Goal: Find the “best” model for Acceptance using some or all of these predictors.

NOw, what if instead i did the anova of mod3; with a test = chisq; that is going to give su s a table tha tdeos teh test but compares with teh factor with teh null and tehn comp emergenc withw factor age grouo it everytime i add a thing then it des a nested test

useful only if you want to test things in order

if we want to test different order tehnw e have to do something difference. ’

data(MedGPA)  
head(MedGPA)

## Accept Acceptance Sex BCPM GPA VR PS WS BS MCAT Apps  
## 1 D 0 F 3.59 3.62 11 9 9 9 38 5  
## 2 A 1 M 3.75 3.84 12 13 8 12 45 3  
## 3 A 1 F 3.24 3.23 9 10 5 9 33 19  
## 4 A 1 F 3.74 3.69 12 11 7 10 40 5  
## 5 A 1 F 3.53 3.38 9 11 4 11 35 11  
## 6 A 1 M 3.59 3.72 10 9 7 10 36 5

**Criteria to Compare Models for Ordinary Multiple Regression** - Look for large R2 – But R2 is always best for the model with all predictors - Look for large adjusted R2 – Helps factor in the number of predictors in the model - Look at individual t-tests – Might be susceptible to multicollinearity problems

*-How to Choose Models to Compare for Ordinary Multiple Regression?* Method #1: All Subsets! Consider all possible combinations of predictors. How many are there? Pool of k predictors -> 2𝑘−1 subsets

Advantage: Find the best model for your criteria Disadvantage: LOTS of computation

* Note: requires leaps package

all = regsubsets(Acceptance~., data=MedGPA[,2:11])

## Warning in leaps.setup(x, y, wt = wt, nbest = nbest, nvmax = nvmax, force.in =  
## force.in, : 1 linear dependencies found

## Reordering variables and trying again:

ShowSubsets(all)

## SexM BCPM GPA VR PS WS BS MCAT Apps Rsq adjRsq Cp  
## 1 ( 1 ) \* 30.57 29.24 11.08  
## 2 ( 1 ) \* \* 39.37 36.99 5.34  
## 3 ( 1 ) \* \* \* 43.75 40.37 3.49  
## 4 ( 1 ) \* \* \* \* 46.40 42.02 3.16  
## 5 ( 1 ) \* \* \* \* \* 48.87 43.55 2.98  
## 6 ( 1 ) \* \* \* \* \* \* 49.59 43.16 4.35  
## 7 ( 1 ) \* \* \* \* \* \* \* 49.99 42.38 6.00  
## 8 ( 1 ) \* \* \* \* \* \* \* \* 49.99 41.10 8.00

# This “works” in the sense that it runs, but creates a linear not a logistic model…

Will learn later how to automate the chosing the best model for other types of models